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The capability of the lattice Boltzmann method to simulate turbulent flows using di-

rect and large eddy simulations is explored by performing decaying and forced isotropic

turbulence. The decay exponents and the spectral scaling properties of energy and dissi-

pation are compared with classical results. The lattice Boltzmann method, with single and

multiple relaxation time, captures important features of turbulence, and the results are in

agreement with the classical ones. The ability of the lattice Boltzmann method to perform

large eddy simulation using dynamic Smagorinsky model and the local dynamic subgrid

kinetic energy method is explored.

I. Introduction

The lattice Boltzmann equation (LBE) has become an alternative method for solving various fluid dy-
namic problems. By considering the LBE as a numerical approach to solve the Boltzmann equation, X.

He and L. S. Luo,1,2 and A. Takashi,3 set forth the theoritical foundation of the LBE method. The LBE has
been successfully tested for different kind of problems, laminar to turbulent flows in two and three dimen-
sions.4, 5, 6 Commonly used, the lattice Boltzmann equation is the lattice Bhatnagar-Gross-Krook (LBGK)
equation based on a single relaxation time (SRT). Although it has deficiencies, it has been the most popular
model due to its simplicity. The multiple relaxation time (MRT)-LBE method, introduced by d’Humieres
et.al7 overcomes some of these deficiencies, such as fixed Prandtl number and fixed ratio between kinematic
and bulk viscosities. The stability of the LBGK model has been improved by the MRT-LBE model by using
different relaxation times of the moments. The linearized analysis of the MRT-LBE model (by Lallemand
and Luo8) shows that the MRT-LBE gives the same results with second order accuracy when compared with
the SRT-LBE models.

The MRT-LBE has shown to be an efficient model to simulate complex flows.9 However, the simulation
of high Reynolds number turbulent flows with LBE still remains to be fully explored. Direct numerical
simulation (DNS) is computationally very expensive with LBE as well as with other conventional methods.
Large eddy simulations (LES) is explored here using dynamic subgrid scale methods for the Reynolds stress
closure. Two dynamic eddy viscosity models are used: a model based on Smagorinsky10 eddy viscosity, and
a model based on the subgrid-scale (SGS) kinetic energy (ksgs).

The objective of this work is to conduct a DNS of decaying and forced homogeneous isotropic turbulence
to validate the MRT-LBE method, and to study the K-eqn. SGS model to simulate high Reynolds number
flows using LES.
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II. Governing Equations and Numerical Methods

A. Governing Equations

The governing equation of the lattice Boltzmann is obtained by normalizing the Boltzmann equation with
reference scales, achieving a non-dimensional form of the Boltzmann equation. These reference scales, de-
noted with a subscript ”r,” are as follows: lr = reference length scale, cr = reference velocity, ρr = reference
density. Using reference scales, the non-dimensional variables are defined as f̂ = f/ρr, ĉi = ci/cr, x̂j = xj/lr,
τ̂ = τ/(λ/cr) and t̂ = t/(lr/cr). The lattice Boltzmann equation states that the number of particles with a
velocity class ĉi changes according to three processes: collision, convection, and acceleration. Therefore, the
normalized Boltzmann equation according to these processes is

∂f̂

∂t
+ ĉj

∂f̂

∂x̂j
= − f̂ − f̂o

ετ̂
. (1)

where τ is the collision time, f̂o is the equilibrium distribution function, λ is the mean free path of particles,
f̂ = ρg, ρ is the local density, ε is the Knudsen number (λ/lr), and g is the particle distribution function,
which represents the fraction of particles with a velocity class ĉi.

The first term of Eqn. 1, represents the rate of increase of particles with a ĉi velocity class, the second
term corresponds to the convection of particles across the control volume, and the third term represents the
collision process among particles.

B. Numerical Methods

1. Single Relaxation Time Model

One of the main difficulties in the Boltzmann equation lies in identifying the appropriate collision time τ .
This parameter was assumed constant under the assumption of small departures from equilibrium, known
as the ”Bhatnagar −Gross −Krook” collisional operator. Therefore, the evolution of the non-dimensional
distribution function f (for the following the f̂ is replaced by f) becomes

fα(x + eαδ, t + δ) − fα(x, t) =
1

τ
[feq

α (x, t) − fα(x, t)], α = 0, 1, ..., 18, (2)

where τ is the collision time, also referred to as the relaxation time, f eq
α is the equilibrium distribution

function, and eα is the particle speed in the α direction. The characteristic speed is c = eαδ/δ = |eα|. Also,
particles with zero velocity, rest particles with e0 = 0, are allowed. Note that the time step and the lattice
spacing each have equal spacing of unity. Thus, δ = 1.

The three-dimensional 19-bit velocity field in the D3Q19 models, as shown in Figure 1, are

eα =





(0, 0, 0), α = 0

((±1, 0, 0), (0,±1, 0), (0, 0,±1))c, α = 1, 2, ..6

((±1,±1, 0), (0,±1,±1), (±1, 0,±1))
√

2c, α = 7, 8, ...18

(3)

Here, feq
α is given by the following form:

feq
α = wαρ

[
1 +

3(eα.u)

c2
+

9

2

(eα.u)2

c4
− 3

2

u2

c2

]
, (4)

where

wα =





1
3
, α = 0

1
18

, α = 1, 2, ..6
1
36

, α = 7, 8, ...18

(5)
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Figure 1. Link vectors of fα.

2. Multiple Relaxation Time Model

In the SRT model, all moments relax to their equilibrium values with the same parameter. In contrast to
the SRT approximation, the MRT model is based on different relaxation parameters for the moments. The
evaluation of the equation for the distribution function with multiple relaxation times is written as

|f(xi + eαδt, t + δt)〉 − |f(xi, t)〉 = − M−1Ŝ[|m(xi, t)〉 − |meq(xi, t)〉]. (6)

where M is the 19x19 transformation matrix (in all the studies here, a 19-velocity model is employed)
mapping the distribution velocity vector |f〉 in discrete velocity space to a vector |m〉 in the moment space.
The transformation matrix for D3Q19 model is given by d’Humieres et al.,11 where the M matrix is modified
appropriately for the velocity directions shown in Figure 1. In the MRT model, a set of new variables, or
moments, which are related to the velocity vector in terms of the transformation matrix M is introduced as

|m〉 = M |f〉 (7)

The corresponding 19 moments for D3Q19 model is given by

|m〉 = (ρ, e, ε, jx, qx, jy, qy, jz , qz, 3Pxx, 3πxx, Pww, πww, Pxy, Pyz, Pxz, mx, my, mz)
T , (8)

where ρ is the fluid density, e is the energy, ε is the square of the energy, jx, jy and jz are the momentum
densities, qx, qy and qz are the energy fluxes, pxx, pww, pxy, pyz and pxz are the symmetric traceless viscous
stress tensors.

In the SRT model all the parameters are relaxed in the same manner, however, the relaxation procedure
of the MRT for D3Q19 model is given by d’Humieres et al.11 as

eeq = −11ρ +
19

ρ0

j.j , εeq = ωερ +
ωεj

ρ0

j.j (9)

qeq
x = −2

3
jx, qeq

y = −2

3
jy, qeq

z = −2

3
jz (10)

Peq
xx =

1

3ρ0

[
2j2x −

(
j2y + j2z

)]
, Peq

ww =
1

ρ0

[
j2y − j2z

]
(11)

Peq
xy =

1

ρ0

jxjy, Peq
yz =

1

ρ0

jyjz , Peq
xz =

1

ρ0

jxjz (12)

πeq
xx = ωxxPeq

xx , πeq
ww = ωxxPeq

ww (13)

meq
x = meq

y = meq
z = 0 (14)

where ωε, ωxx and ωεj are the free parameters.

The diagonal collision matrix Ŝ is:

Ŝ≡diag(0, s1, s2, 0, s4, 0, s4, 0, s4, s9, s10, s9, s10, s13, s13, s13, s16, s16, s16) (15)
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However, to achieve an optimum stability model Lallemand and Luo8 obtained the following parameters
through linear analysis: ωε = 0, ωxx = 0, ωεj = −475/63, s1 = 1.19, s2 = s10 = 1.4 s4 = 1.2, s16 = 1.98
and, the kinematic viscosity ν is given by

ν =
1

3

(
1

s9

− 1

2

)
=

1

3

(
1

s13

− 1

2

)
(16)

MRT models can be reduced to a SRT model by setting all the relaxation parameters to a single relaxation
time.

C. LES Form of the Lattice Boltzmann Equation

In LES of turbulent flows, the large scale effects are directly computed, whereas small scale behaviors
are represented by subgrid models. The most common approach for modeling subgrid behavior is due to
Smagorinsky,10 which uses an eddy viscosity to represent the small scale energy damping. This model is
easy to implement in LBE simulations. The LES-LBE with SRT using the Smagorinsky sub-grid model has
been successfully applied to simulate the vortex dynamics in synthetic and free jets, by Menon and Soo.5

However, this algebraic model has limitations, which can be overcome by the use of the K-eqn. subgrid
model. The idea behind the K-eqn. model is to solve for the transport equation of subgrid scale kinetic
energy, ksgs, which releases the equilibrium between production and dissipation of kinetic energy needed for
the Smagorinsky model.

For the simulations of high Reynolds flows, the LES version of the LBE model is studied. A spatial filter
is used to reduce the high wave number components of the particle distribution and separates the resolved
scale parts from the unresolved scales. The ”filtered” form of the MRT-LBE equation is given by d’Humieres
et al.11

|fα(xi + eαδt, t + δt)〉 − |fα(xi, t)〉 = − M−1Ŝ[|m(xi, t)〉 − |meq(xi, t)〉], α = 0, 1, ...18 (17)

Here, the distribution function fα represents the filtered particle distribution. The effect of the small scale
behavior is modeled through an effective collision term:

ν + ντ =
1

3

(
1

s9

− 1

2

)
=

1

3

(
1

s13

− 1

2

)
(18)

where ντ represents the dissipation effects of the unresolved scales. In this study, this term has been modeled
by two sub-grid models, dynamic eddy viscosity model and the dynamic one-equation model for subgrid scale
kinetic energy.

1. Smagorinsky Model

The simplest model used to close equations for the filtered velocity is the one proposed by Smagorinsky,
where the eddy viscosity is given by

ντ = Cs42 | S | (19)

Here Cs is the Smagorinsky constant, which can be determined dynamically, as discussed in the Local
Dynamic Model section. 4 is the length scale proportional to the local lattice volume, and |S| = 2(Sij Sij)

1/2

is the large scale strain rate tensor. Sij = 1
2
( ∂ui

∂xj
+

∂uj

∂xi
) and ui is the large scale velocity.

2. K-eqn Model

The transport equation of subgrid kinetic energy ksgs = 1/2 (uiui − ui ui) is given in the following form

∂ksgs

∂t
+ ui

∂ksgs

∂xi
= −τsgs

ij

∂ui

∂xj
− Cε

(ksgs)3/2

4
+

∂

∂xi

(
ντ

σk

∂ksgs

∂xi

)
(20)

where τsgs
ij is the modeled subgrid stress tensor,

τsgs
ij = −2ντSij +

2

3
ksgsδij (21)
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Figure 2. (a) Time evolution of the normalized kinetic energy and normalized dissipation. (b) Time evolution
of the Taylor length scale.

Here ντ is the eddy viscosity which is modeled as,

ντ = Cν4
√

ksgs (22)

where Cν and Cε are modeled constants, which can also be determined by local dynamic model, ν is the
molecular viscosity, and ντ is the eddy viscosity at the grid filter level.

In the transport equation of kinetic energy, given in Eqn. (20), the right hand side of equation represents
production, dissipation and diffusion of subgrid kinetic energy, respectively. In the flux term σk represents
the ”turbulent Prandtl number” for kinetic energy, which is set to unity at present.

D. Local Dynamic Model

Localized dynamic model is implemented to determine Cs (for the Smagorinsky’s model), Cν , and Cε model
coefficients. The details of this approach are given by Kim et.al. 12, 13 The localized dynamic model (LDM)
is formulated based on the assumption of the scale similarity in the inertial subrange .13 The relation for
Cν , as well as Cs, is given as:

Cν =
L

′

ijMij

2MijMij
(23)

where L
′

ij = Lij − 2
3
ρ̂ktestδij and Mij = −ρ̂

√
ktest4̂(〈Sij〉 − 1

3
〈Skk〉δij). Here, 〈〉 indicates test filtering,

Lij = ρ̂(〈uiuj〉 − 〈ui〉〈uj〉) is the Leonard stress tensor and ktest = 1
2
〈ukuk〉 − 〈uk〉〈uk〉) = 1

2
Lkk/ρ̂ is the

resolved kinetic energy at the test-filter level. Also, Cε can be obtained from:

Cε =
∆̂(ν + ντ )

(ktest)3/2
[〈Tij

∂uj

∂xi
〉 − T̂ij

∂̂uj

∂xi
] (24)

The tensor Tij is defined as [ ∂ui

∂xj
+

∂uj

∂xi
− 2

3
(∂uk

∂xk
)δij ] and T̂ij indicates the tensor at the test-filter level.

III. Simulation Results

A. LBE-DNS of Decaying Isotropic Turbulence

In order to analyze the ability of the LBE to simulate turbulence, the energy spectrum and the decay
characteristics of the energy and the dissipation are studied. Decaying homogeneous isotropic turbulence is
simulated using LBE-DNS for both SRT and MRT methods. The resolutions of 643 and 1283 are used with
initial Taylor’s scale Reynolds number, Reλ ≈ 18 and 30, respectively. Figure 2 (a) shows the evolution of
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Figure 3. SRT and MRT-DNS results for decaying isotropic turbulence: (a) Normalized energy spectrum vs.
normalized wavenumber, at t = 0.98sec and t = 3.92sec. (b) Normalized dissipation spectrum vs. normalized
wavenumber at two instants in the decay.

the normalized kinetic energy and the normalized dissipation with respect to time. For decaying turbulence,
the kinetic energy and the dissipation are expected to decay as

k ∝ k0(t − t0)
−n (25)

(26)

ε ∝ ε0(t − t0)
−n−1. (27)

The kinetic energy and the dissipation evolution for SRT and MRT are almost identical for both resolutions
and initial Reynolds numbers. The kinetic energy and dissipation have decay exponents n close to -1.7
and -2.7, respectively. While it is known that the decay exponents depend on whether the decay is at its
beginning or ending period, the decay exponents obtained fall well within the range of classical results,14.15

Furthermore, for decaying isotropic turbulence, the Taylor scale, λ, should grow with time as t1/2. The
behavior of λ with time for SRT and MRT is almost identical, and follows closely a 1/2 exponential growth,
as shown in Figure 2 (b). Also, from Kolmogorov’s first hypothesis, it is known that energy and dissipation
spectrum should collapse at high wavenumbers, referred to as universality, for high Reynolds number flows
when normalized by the smallest scales of the flow, Kolmogorov’s length scales, η, and velocity, uη. Figure 3
(a) and (b), show the energy and dissipation spectrums, respectively, normalized by Kolmogorov’s scales at
two different times in the decay. The energy and dissipation spectrums collapse at the high wavenumbers,
satisfying Kolmogorov’s universality, for both methods SRT and MRT. Also, Figure 3 (a) and (b), show
little difference between the MRT and SRT methods.

B. Forced Homogeneous Isotropic Turbulence

Stationary homogeneous isotropic turbulence is simulated using a 643 resolution, for MRT and SRT methods,
and Reλ ≈ 18 and 27, respectively. The forcing procedure follows the technique developed by Eswaran
and Pope.16 The statistical moments of the velocity gradient have well-established behavior for stationary
isotropic turbulence. Of special interest, are the 3rd and 4th statistical moments, referred to as the skewness
and flatness, respectively. The normalized skewness and flatness are

S = − 〈
(

∂u
∂x

)3〉

〈
(

∂u
∂x

)2〉
3/2

(28)

F =
〈
(

∂u
∂x

)4〉

〈
(

∂u
∂x

)2〉
2
. (29)

The SRT and MRT methods revealed almost identical mean values for the skewness and flatness factor. The
skewness and flatness of the velocity gradient are 0.41 and 3.46, respectively, as shown in Figure 4. These
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Figure 4. Normalized Skewness and Flatness of the velocity gradient, for forced DNS-MRT and DNS-SRT.
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Figure 5. (a) Normalized energy evolution for decaying isotropic turbulence for initial Reλ ≈ 18. (b) Normal-
ized dissipation evolution for decaying isotropic turbulence for initial Reλ ≈ 18.

results are in excellent agreement with historical data, see Sreenivasan and Antonia.17 While for homogeneous
isotropic turbulence the SRT and MRT methods seem to reproduce the same physical behavior, there are
clear differences and limitations between the two methods, which are discussed further by d’Humieres et
al.,11 and Lallemand and Luo.8 Furthermore, Krafczyk and Tolke,18 showed that LES- MRT has better
stability and accuracy characteristics than SRT. Therefore, for all the LES studies presented below, the
MRT method is used.

C. LBE-LES of Decaying Isotropic Turbulence

Large eddy simulations are performed using dynamic Smagorinsky model (DSM) and localized dynamic K-
eqn. model(LDKM). The results of MRT-LBE-LES for decaying isotropic turbulence are presented for a 323

grid resolution and an initial Reλ ≈ 18. The initial velocity field for the LES is obtained from the DNS data.
Figures 5 (a) and (b) show, respectively, the time evolution of the normalized kinetic energy and dissipation.
The dynamic Smagorinsky model underpredicts the energy and dissipation of the DNS in the initial portion
of the decay. Also, at the beginning of the decay, the LES-DSM has a lower energy and dissipation decay
rate than the DNS. On the other hand, the LDKM shows the same initial energy and dissipation level as the
DNS, but both, energy and dissipation start to decay at a later time than the DNS. However, the LDKM
shows a similar decay rate as the DNS for both energy and dissipation at all times.

The energy and dissipation spectrum of the LES and DNS are compared in Figures 6 (a) and (b). At
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Figure 6. (a) Energy spectrum, as a function of wavenumber κ at t = 0.98sec. (b) Dissipation spectrum, as a
function of wavenumber κ at t = 0.98sec.
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Figure 7. (a) Energy spectrum, nomalized by uη, as a function of wavenumber, normalized by η. (b) Dissipation
spectrum, normalized by uη, as a function of wavenumber, normalized by η.

higher wavenumbers, representing the small scales, the LDKM has more energy than the DNS. On the
other hand, the Dynamic Smagorinsky underpredicts the DNS spectrum for a wide range of wavenumbers.
Similarly, for the dissipation spectrum, at the small scales, the LDKM shows a higher dissipation than the
DNS, while the DSM shows a lower dissipation than DNS. Despite those differences, both models provide a
good approximation to the DNS spectrums.

D. LBE-LES of Forced Isotropic Turbulence

Forced MRT-LES with K-eqn. model is performed and results are compared with those of forced DNS, for
Reλ ≈ 18. The normalized energy and dissipation spectrum are shown in Figures 6 (a), and (b), respectively.
Since the initial velocity field for the LES was obtained from the DNS data, without truncating the high
wavenumbers form the energy spectrum, there is a slight desagreement beteween the LDKM and DNS at low
wavenumbers, corresponding to the large scales. However, the LDKM shows an excellent agreement with
the DNS for the energy and dissipation spectrums at the high wavenumbers.

Also, it is of interest to compare the skewness and flatness of the velocity gradients of the LES and DNS.
Figure 8 shows the normalized skewness and flatness factor of the velocity gradient for the DNS, and LDKM.
The LDKM has a mean skewness and flatness of 0.29 and 3.1, respectively, which represent a 30 and 10
percent difference, respectively, as compared with the DNS mean values.
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Figure 8. Skewness and flatness of the velocity gradient for forced LES and DNS.
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Figure 9. (a) Time evolution of Cν and Cs for forced LES and decay LES. (b) Time evolution of Cε for forced
and decay LES-LDKM.

Using the the local dynamic model, the appropriate value of Cν , Cs, and Cε are calculated according
to equation (23). Figure 9 (a) shows the variation of Cν and Cs with time. After an unphysical, transient
initial period, Cν and Cs stabilize close to 0.005. For decaying LES-DSM the value of Cs is fairly constant
in time, and then, as expected, it starts to decrease slowly as the turbulence decays. On the other hand,
the Cν , corresponding to LDKM, remains almost constant. Also, for forced LES-LDKM the value of Cν

remains statistically steady with time. Another coefficient that is dynamically calculated is Cε in the LDKM
method. For decaying turbulence, Cε increases rapidly, to ensure that any subgrid kinetic energy is produced
dissipates at a faster rate, see Figure 9 (b). On the other hand, Cε reaches a statistically steady value for
the forced LDKM, as expected. In the LES-LDKM method the subgrid kinetic energy ksgs is calculated by
solving equation (20). For the decaying turbulence, the small scales start to grow as the energy from the
small scales, ksgs, is dissipated rapidly, causing the subgrid kinetic energy to drop, as shown in Figure 10
(a) However, for forced LDKM, the ksgs decreases until the small scales reach a steady kinetic energy level
through the cascade process, evidenced by a constant ksgs value at later times. Also, for the forced K-eqn.
model the production and dissipation terms reach a steady state, while for decaying LDKM the production
and dissipation decrease monotonically with time, as shown in Figure 10 (b). Finally, Figure 11 shows the
typical vortical structures in the flow, revealed by the contours of the vorticity magnitude (|w| = 0.0055),
and contour levels of Cν for forced LDKM.
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Figure 10. (a) Time evolution of Ksgs for forced and decay LES-LDKM. (b) Normalized production and
negative of the dissipation for forced LES-LDKM.

(a)

Figure 11. (b) Vorticity magnitude contours (|w| = 0.0055), with Cν contour levels for forced LDKM.

IV. Conclusion

The lattice Boltzmann method is used to perform DNS and LES for decaying and forced of homogeneous
isotropic turbulence. First, LBE-DNS is performed for two cases with resolutions, 643 and 1283 , and with
Reλ ≈ 18 and 30, respectively. The LBE-DNS results are presented for both SRT and MRT, which resulted
in almost identical behavior. Also, the LBE-DNS of decaying homogeneous isotropic turbulence is able
to reproduce the well known power law decay rates for the energy and dissipation. Moreover, the energy
and dissipation spectrums for decaying turbulence collapse well when normalized by Kolmogorov’s scales,
considering the low Reynolds numbers analyzed. Second, forced LBE-DNS is performed. The 3rd and 4th

statistical moments of the velocity gradient are in excellent agreement with many previous studies.17 Third,
lattice Boltzmann method is used to perform LES with a 323 resolution for an Reλ ≈ 18 using dynamic
Smagorinsky and the dynamic K-eqn. model. For decaying homogeneous isotropic turbulence, both methods
provide very good agreement with the spectral characteristics of the energy and the dissipation as compared
with DNS. Finally, forced LES is performed using the K-eqn. model for a 323 resolution and Reλ ≈ 18,
and compared with forced LBE-DNS with a 643 resolution and the same Reynolds number. The energy and
dissipation spectrums of the forced LES are shown to reproduce well the DNS spectrums. Despite the poor
resolution of the LES, it is able to capture some of the characteristics of the 3rd and 4th statistical moments
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of the velocity gradient. While the agreement is not perfect, the magnitude of the skewness and flatness
are approximated. However, as a property of filtered fields in general, the skewness and flatness are closer
to the Gaussian values of 0 and 3, respectively. The LBE has proven to reproduce the important features
of turbulence, and has been successfully adapted for forced LES using the K-eqn. model. The promising
results obtained here, will allow the LBE-LES with K-eqn. model to be used in other applications such as
wall bounded flows.
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