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Large-Eddy Simulation (LES) methodology has been used to model the combustion dynamics in a realistic
swirl-stabilized dump combustor. A novel partially-premixed flamelet combustion model is employed to
capture the interaction of the unsteady flame-front with local velocity and equivalence ratio fluctuations.
Two sets of simulations have been conducted which employ this combustion model. First, the model is
used to simulate temporal variations in the mean inlet fuel flow-rate mimicking pressure and fuel feed-line
interaction, a major source of instabilities. The second application models the effects of unmixedness as a
result of spatial various in the inlet equivalence ratio. A baseline, uniform equivalence ratio simulation is
also reported and is used for comparison. It is shown that the present model is capable of capturing the
combustion dynamics under both temporal and spatial fluctuations in the equivalence ratio.

1 Introduction
Due to increasingly stringent emission regulations,

clean burning, low NOx combustion devices are in
high demand. To achieve the desired emissions lev-
els, modern combustion devices are being designed
to operate in the lean limit. The lower associated
combustion temperatures result in suppression of ther-
mal NOx formation (Zeldovich thermal NOx mecha-
nism). However, as the equivalence ratio approaches
the Lean-Blowout limit (LBO), the sensitivity to small
perturbations in fuel concentration, flow velocity, tem-
perature, and pressure increase due to the strong de-
pendence of flame speed on the local equivalence ra-
tio. Under certain conditions, these fluctuations can
become self exciting and amplified, resulting in high-
amplitude, longitudinal pressure oscillations. Struc-
tural fatigue, increased combustor core noise and/or
possible system failure could result if these oscillations
are not controlled.

Nearly all operational gas turbine combustors em-
ploy swirl stabilization of the combustion process since
the swirl-induced Vortex-Breakdown (V B) phenom-
ena (i.e., axial flow-reversal) provides a natural mech-
anism for flame stabilization. Typically, swirl is intro-
duced by a premixer that is located upstream of the
combustor and consists of many angled vanes (e.g. the
Dual Annular Counter-Rotating Swirlers (DACRS)1).
Several studies in recent years have dealt with swirl
stabilized combustion either experimentally2 or nu-
merically.3,4 Despite the advantages in swirl-stabilized
combustion systems, there still can exist instabilities
in the system.
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Unsteady combustion may become unstable when
perturbations in pressure (p′) and heat-release (q′) oc-
cur in phase (i.e., |p′ q′| > 0). This criterion, known
as the Rayleigh Criterion, can be viewed based on the
volumetric expansion associated with heat-release cou-
pling with that of p′. When this criterion is satisfied,
acoustic energy is being added to the system causing
an amplification of p′. This amplification then results
in a feedback loop and the instabilities have become
self-excited.

A combustion instability mechanism often observed
in gaseous premixed combustors is based on fluctu-
ations in the incoming equivalence ratio (Φ). This
mechanism has been both experimentally5 and the-
oretically6,7 studied in the past. Generally, this mech-
anism is caused by pressure/velocity fluctuations in-
teracting with fuel feed-lines causing variations in the
equivalence ratio (Φ′). Another possible source of
fluctuating fuel content is incomplete fuel/air mixing.
The resulting fluctuations, which are then convected
to the combustion region, can lead to fluctuations
in the flame-front location and heat-release (q′). As
mentioned earlier, the fluctuations in p′ and q′ can
couple leading to self-excited combustion instabilities.
It must be noted that it is possible and is highly
likely that multiple instability mechanism exist in a
single combustion system. Another important insta-
bility source is vortex-flame interaction which, coupled
with incomplete mixing, can lead to highly unstable
combustion.

The focus of this article is on numerically modelling
spatial and temporal variations in the local equiva-
lence ratio and their qualitative and quantitative ef-
fects on the stability of an idealized, swirl-stabilized
gas turbine combustion system. Large-Eddy Simula-

1 of 11

41st Aerospace Sciences Meeting and Exhibit
6-9 January 2003, Reno, Nevada

AIAA 2003-310

Copyright © 2003 by Stone and Menon. Published by the American Institute of Aeronautics and Astronautics, Inc., with permission.



tion (LES) is used to capture the turbulent combustion
dynamics. The theory of LES and a brief background
on unsteady turbulence modelling are given in the next
section. This is followed by details of the numerical
model. A brief validation study is then reported to give
credence to the combustion model. Finally, results
from the three simulations are reported: a baseline,
constant equivalence ratio case, a temporal equiva-
lence ratio variation case and a spatial equivalence
ratio case.

2 Turbulence Modelling Background
In the past, combustion system designers have relied

heavily upon low-order empirical and, to a lesser ex-
tent, physical models for performance, emission, and
stability predictions. Due to the lack of sufficient com-
putational power, modelers were forced to make some-
times sweeping assumptions and simplifications about
the highly-coupled and complex combustion processes.
The turbulent nature of the flows inside most prac-
tical combustion devices makes modelling even more
difficult. In the past and even at present, multi-
dimensional modelling of combustion systems employ-
ing CFD has been largely limited to steady-state anal-
ysis. However, most physical processes occurring in a
gas turbine combustor are naturally dynamic or un-
steady (e.g., pressure oscillations).

In turbulent flows, kinetic energy is transferred from
larger to smaller scales until it finally reaches a scale
at which molecular viscosity dominates (and where ki-
netic energy is converted to thermal energy). This
so-called energy cascade from large to small scales
is a fundamental nature of turbulence (the small-
est scale is known as the Kolmogorov micro-scale
(η)). The dynamics of turbulent flow at the different
length scales are quite different. Large-scale fluctu-
ations are caused by large eddies, often referred to
“coherent-structures”. These eddies, which contain
most of the kinetic energy, are controlled by the ge-
ometry of the system and are generally an-isotropic
while small scales, which receive their energy from the
larger scales, are isotropic and more universal. It is,
therefore, critical that the dynamics of the large scale
turbulent motion is resolved to capture the unsteady
dynamics.

Although DNS of real-world devices is not possi-
ble, a relatively newer modelling technique, known as
Large-Eddy Simulation (LES), is becoming feasible. In
LES, turbulent fluctuations smaller than the local grid
volume (known as sub-grid scales (SGS)) are mod-
elled while all larger scales are fully resolved in space
and time. Since the large eddy dynamics are fully
resolved, a realistic representation of part of the tur-
bulent field is possible. It should be noted that the
accuracy of LES is dependent not only on the reso-
lution of the large eddies but also on the fidelity of
the SGS models used to characterize the small-scale

effects. Unlike steady-state modelling methods, LES
is capable of capturing unsteady combustion phenom-
ena such as combustion instabilities and has, therefore,
garnered attention as a next-generation design tool.
Even with the dramatic savings offered by LES over
DNS, the use of LES to study complex systems is
still an expensive proposition, often requiring 1000’s
of hours of computation. However, through the use of
massively parallel computers, the time-to-solution can
be dramatically reduced.

3 Formulation and Numerical
Implementation

For this study, a parallel simulation model based
on LES is used to model the flow inside a realis-
tic gas-turbine combustor. Details of the algorithm
are divided into distinct sections: (1) the governing
conservation equations, (2) LES sub-grid closure, (3)
combustion model and (4) numerical implementation.

3.1 Governing conservation equations

The unsteady, compressible Navier-Stokes equations
govern the flow of current interest. Employing tensor
notation, the conservation equation for mass, momen-
tum, and energy are, respectively:

∂ρ

∂t
= −∂ρui

∂xi

∂ρui

∂t
= − ∂

∂xj
[ρuiuj + pδij − τij ] (1)

∂ρE

∂t
= − ∂

∂xi
[ρHui + qi − ujτji]

where ρ is the mass density, p is the pressure, E is the
total energy per unit mass, ui is the velocity vector, qi

is the heat flux vector, τij is the viscous stress tensor
and H is the total enthalpy per unit mass. These
equations are completed with the following relations:

τij = µ (
∂ui

∂xj
+

∂uj

∂xi
)− 2

3
µ

∂uk

∂xk
δij

qi = −κ
∂T

∂xi

p = ρ R T

E = Cv T +
1
2

u2
k (2)

H = (E + p) / ρ

µ = µ0 (
T

T0
)3/2 T0 + 110

T + 110

κ =
µ Cp

Pr

Here, µ, κ, Cp, and Pr are, respectively, the molecu-
lar viscosity (approximated by Sutherland’s Law), the
thermal conductivity, the specific heat at pressure and
the Prandtl number (Pr = 0.72 for air).
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These equations can be treated as an exact mathe-
matical model for the motion of perfect gases regard-
less of whether or not the flow is laminar or highly
turbulent. However, DNS resolution is required to ex-
actly recover the equations in a computational model.
As this is not practical, a LES representation of the
governing equations is therefore needed.

As briefly mentioned earlier, LES fully resolves the
large-scale dynamics and employs models at the sub-
grid level. Therefore, an operation is required which
can separate or filter the governing Navier-Stokes
equations into large-scale and SGS components. This
is achieved, following Erlebacher et al.,8 by applying a
spatial filtering operation to the governing equations
such that f = f̃ + f ′′. There, ∼ and ′′ denote the re-
solved super-grid and unresolved sub-grid quantities,
respectively. The resolved super-grid quantities are
determined by Favre filtering: f̃ = ρf/ρ where the
over-bar represents spatial filtering defined as

f(xi, t) =
∫

f(x′i, t)Gf (xi, x
′
i)dx′i. (3)

Here, Gf is the filter kernel and the integral is over the
entire computational domain. Applying this filtering
operation (basically, a low-pass filter of local grid size
∆) to the Navier-Stokes equations, the following LES
equations are obtained:

∂ρ

∂t
= −∂ρũi

∂xi

∂ρ ũi

∂t
= − ∂

∂xj
[ρũiũj + p δij − τ ij + τsgs

ij ] (4)

∂ρẼ

∂t
= − ∂

∂xi
[ρH̃ũi + qi − ũjτ ji + Hsgs

i + σsgs
ij ]

The sub-grid terms resulting from the filtering op-
eration, denoted with super-script sgs, represent the
small-scale effects upon the resolved-scales in the form
of additional stresses and fluxes. The filtered velocity,
ũi, and temperature, T̃ , are used to approximate τ ij

and qi, respectively. The resulting SGS terms, the
sub-grid stress tensor, sub-grid heat flux, and unre-
solved viscous work are defined, respectively, as:

τsgs
ij = ρ [ũiuj − ũiũj ]

Hsgs
i = ρ [Ẽui − Ẽũi] + [pui − pũi] (5)

σsgs
i = [ujτij − ũjτ ij ].

3.2 LES sub-grid closure

The sub-grid terms, Eqn. 5, require explicit mod-
elling since the small-scale correlations are not known.
Generally, these models require some form of sub-grid
velocity and length scale for closure. For this study,
the SGS velocity field is calculated from the modelled
sub-grid turbulent kinetic energy (the kinetic energy

not captured on the super-grid). The sub-grid charac-
teristic length scale is modelled as the local grid size,
∆ (= (∆x1∆x2∆x3)1/3, i.e., the cube-root of the local
grid volume). A transport equation for the sub-grid ki-
netic energy, defined as ksgs = 1

2 [ũ2
k− ũ2

k], was derived
by Menon et al.:9

∂ρ ksgs

∂t
+

∂

∂xi
(ρ ũik

sgs) = (6)

P sgs − Dsgs + ∂
∂xi

(
ρ νt

Prt

∂ksgs

∂xi

)
.

were Prt is the turbulent Prandtl number which is as-
sumed constant and equal to unity. P sgs and Dsgs

are, respectively, the production and dissipation of
ksgs. The production term is defined as, P sgs =
−τsgs

ij (∂ũi/∂xj), where τ sgs
ij is the modelled sub-grid

stress tensor,

τsgs
ij = −2 ρ νt (S̃ij − 1

3
S̃kkδij) +

2
3

ρksgsδij , (7)

where νt = Cν(ksgs)1/2∆ is the eddy viscosity and
S̃ij ,= 1

2 (∂ũi/∂xj + ∂ũj/∂xi) is the resolved rate-of-
strain tensor. The dissipation term is modelled as
Dsgs = Cερ(ksgs)3/2/∆. The coefficients, Cν and
Cε can be assumed constant (set to 0.067 and 0.916,
respectively based on a study by Chakravarthy and
Menon10), or can be dynamically determined by us-
ing a Localized Dynamic k-equation Model (LDKM)
proposed by Kim and Menon.3

Finally, the sub-grid heat-flux, Hsgs
i , is modelled as,

Hsgs
i = −ρ

νt

Prt

∂H̃

∂xi
, (8)

and the sub-grid viscous work may be modelled as
σsgs

i = ũjτ
sgs
ij . However, σsgs

i is neglected in the
present study based on the earlier work of Kim et al.11

3.3 Combustion model

The previous sections have treated the gas as a sin-
gle species without any chemical reactions. However,
to simulate the combustion of interest, chemical reac-
tions must be explicitly included. Detailed finite-rate
chemical kinetics in LES can be very expensive due to
the wide range of chemical time-scales. Fortunately,
an alternate, computationally efficient approach ex-
ists for premixed and partially-premixed combustion.
A premixed flame at moderate turbulent levels can
be modelled as a thin surface which is convected and
contorted by the local velocity fluctuations. This as-
sumption is valid so long as the flame thickness (δ)
is much smaller than η (previously defined turbu-
lent micro-scale) and the burning time-scale is small
compared to that of the turbulence. Under these as-
sumptions, the flame remains locally laminar and its
burning velocity (directed normal to the surface) is
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balanced by the local flow. Extensive literature exists
on such flame surface models (also known as flamelet
models), see Peters12 for more details. As opposed to
directly solving a set of N chemical reactions (and N
additional conservation equations which are generally
quite stiff), premixed flamelet models require the so-
lution of only a single scalar field. Obviously this can
reduce the computational expense. Flamelet models,
however, cannot directly predict pollutant emissions
or flame extinction since no chemistry is involved; but,
they do provide accurate prediction of unsteady heat
release and flame-turbulence interactions. Therefore,
this flamelet model is used to study combustion dy-
namics which is interest here.

Following Williams13 and Kerstein et al.,14 a model
equation that describes the convection and propaga-
tion of a thin, laminar flame is the G-equation. The
G-equation, in conservative form, can be written as:

∂ρG

∂t
+

∂ρuiG

∂xi
= −ρSL|∇G| (9)

where G is a scalar variable defining the flame location
and SL is the laminar burning velocity of the flame
(flame speed). The scalar field G is defined in the re-
gion [0,1] in which the unburnt products are assigned
G = 1 and hot, reacted gases are G = 0. The flame
surface is defined as an iso-scalar surface, G0 (0 < G0

< 1). Essentially, this models a level-surface, at G =
G0, being convected by the local flow-field and propa-
gating at SL. All chemical and diffusive processes are
implicitly included in SL and, therefore, no specific
species transport needs to be modelled.

Applying the same spatial filtering operation as be-
fore, Eqn. 9 can be adapted for the LES formulation.
The resulting filtered G-equation15 and resulting SGS
terms are:

∂ρG̃

∂t
+∇ · ρũG̃ = −Ssgs −∇ ·Gsgs. (10)

The two sub-grid terms, Ssgs and Gsgs, are, respec-
tively, the filtered source and the unresolved trans-
port. Gsgs is closed, in similar fashion to Hsgs

i , by
assuming a sub-grid fluctuations act as a diffusive pro-
cess in the direction of the resolved-scale gradient, i.e.
Gsgs ≈ − ρνt

Sct
∇G̃ (Sct is the turbulent Schmidt num-

ber, a ratio of viscous to chemical diffusion rates). An
alternate closure method for Gsgs focuses on the flame-
curvature.12 With this method, Gsgs is approximated
as − ρνt

Sct
k |∇G̃|, where k is the resolved flame curvature,

∇·∇G̃/|∇G̃|. As will be shown later, the performance
of the two models is quite similar with the only major
differences being their respective computational ex-
pense. The former model, being less expensive, will
therefor be used for this study. The unresolved source
term is modelled as Ssgs ≈ ρ0St|∇G̃|, where St, is
the local turbulent flame speed averaged over a char-
acteristic LES cell. For the present study, Pocheau’s

flame speed model16 has been used to determine the
turbulent flame speed in the following form;

St

SL
= (1 + β

u′α

Sα
L

)
1
α . (11)

where u′ is the unresolved fluctuating velocity calcu-

lated from ksgs, u′ =
√

2
3ksgs. Following Kim et al.,11

α and β are taken as 2 (based on energy conservation)
and 20, respectively.

In order to account for local variations in the local
fuel composition (i.e., partially-premixed combustion
regime), the G-equation must be augmented by a sec-
ond scalar equation tracking the local mixture fraction,
Z. This equation takes following form in LES:

∂ρZ̃

∂t
+∇ · [ρũZ̃ − ρD∇Z̃] = −∇ · Zsgs. (12)

where Zsgs is closed with a common gradient diffu-
sion model. A benefit of this model this the lack of
reaction source terms in Eqn. 12 makeing this model
inexpensive.

For uniform equivalence ratio, heat-release is intro-
duced into the systems by coupling G to the super-grid
internal energy,

Ei = Cv T + Cp (Tf − T0) G̃, (13)

where Tf and T0 are the temperatures of the products
and reactants, respectively. For non-uniform equiva-
lence ratio, Eqs. 11 and 13 must be adjusted. This
case, the value of SL and Tf are no longer constant
but are functions of Z̃. The functional dependency
can be seen in Fig. 1 where both SL and Tf have been
plotted against Z. These results where obtained from
the CHEMKIN software package.17,18 In their modi-
fied forms, SL and Tf in Eqs. 11 and 13, respectively
are replaced by SL(Z) and Tf (Z). The closure of the
turbulent burning rate is not changed for this study
which limits the current model to only mild or large-
scale fluctuations in the local mixture fraction and that
the mixture remain lean (i.e., Φ < 1). However, for the
present study, which is focused on large-scale tempo-
ral/spatial variations in Φ, this should not be a major
issue.

3.4 Numerical method

The governing LES equations are solved using a
finite-volume formulation in which the integral form
of Eqn. 4 are integrated over a discrete control-
volumes. An explicit, second-order accurate in time
and fourth-order in space Predictor-Corrector19,20

scheme is used. In this scheme, two one-sided, second-
order accurate differences are combined to give an
overall fourth-order accurate formulation. A non-
uniform, boundary-conforming computational grid is
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Fig. 1 Flame speed (SL) and product temperature
(Tf) dependence on mixture fraction/equivalence
ratio (Z/Φ). Solid and dashed line show SL and Tf

relationships, respectively.

used to account for the complex geometry. This re-
quires the governing equations, written in Cartesian
coordinates, to be recast in generalized curvilinear co-
ordinates (i.e., φ(x, y, z) = φ(ξ, η, ζ)). In regions of
high spatial gradients (turbulent shear layers, com-
bustion zone, etc.), the grid is concentrated to more
accurately capture the physical phenomena. It must
be noted that non-uniformities on the computational
grid reduce the numerical accuracy; however, efforts
are taken to minimize this effect.

Fig. 2 shows the computational grid used to model
the unsteady flow inside a cylindrical, gas-turbine com-
bustor. The small pipe represents the combustor inlet
and the larger chamber is the actual combustor. The
converging region is the exhaust port. At the solid
boundaries of the combustor, the heat-flux and the
transverse and normal velocity are set to zero (i.e.,
adiabatic, no-slip, zero-penetration conditions). Fi-
nally, acoustically non-reflecting boundary conditions
are applied at the free boundaries following Poinsot
and Lele.21

In order to achieve results in a reasonable time-
frame, large-scale parallel computing has been em-
ployed. For the LES algorithm used here, the com-
putational grid is partitioned and distributed evenly
among the available processors in the distributed com-
puting system. This parallel decomposition method is
well suited for problems such as this since it allows
for easy scalability with increasing problem size. To
make the LES algorithm portable, the standardized
Message-Passing Interface (MPI) protocol is used for
parallel communication.

Pressure Signal

Fig. 2 Geometry and computational grid (181 ×
73 × 81), only every third grid point is shown.
Acoustic signals are recorded at the base of the
combustor.

4 Model Configuration
For this study, a generic swirling dump combustor

is simulated. The geometry consists of a straight inlet
duct expanding suddenly into the larger combustion
zone. The ratio of the combustor diameter to the inlet
diameter, D0, is 3.2. The inlet length is 1.25 D0 and
the combustor is 5.5 D0. A swirling velocity profile
is specified at the inlet and allowed to evolve towards
the dump plane. A cylindrical grid of 181 × 73 ×
81 (axial, radial, azimuthal directions, respectively) is
used (see Fig. 2). The smaller pipe represents the
combustor inlet which begins just down-stream of the
premixer/swirl-generator. The mean inlet mass flow
rate, temperature, and pressure are 0.435 kg/s, 673 K,
and 11.8 atm., respectively. The combustor Reynolds
number based on the mean inlet bulk velocity, U0 and
D0 is 527,000.

An common metric of the degree of swirl is the swirl
number (S), defined as

S =

∫ R

0
ρuwr2dr

R
∫ R

0
ρu2rdr

, (14)

where R is the pipe radius. For the present studies,
S = 0.56. A Gaussian random field (7% of the mean)
is added to the inlet velocity profile to mimic inflow
turbulence. To wash out the effects of the initial con-
ditions, all simulations are evolved 3–5x the largest
time-scale of the system.

5 Results and Discussion
In this section, results from various simulations

are presented and, through analysis, their significance
noted. The results have been divided into four general
sections: (1) model validation results, (2) baseline con-
stant equivalence ratio simulations, (3) time-varying
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inlet fuel flow-rate and (4) spatial inlet fuel concentra-
tion variation.

5.1 LES premixed combustion validation

Before presenting the main focus of this article, the
preformance/accuracy of the present LES algorithm
must be assessed. The experimental study of Joshi et
al.1 has been chosen for comparison due to its sim-
ilarity to the current configuration. The combustor
configuration is shown in Fig. 3. Unlike the circular
combustor of the present study, the experimental rig
uses a rectangular geometry; however, the inlet and
flame region utilize the same configuration and veloc-
ity profiles (with S = 0.56). Additionally, cooling jets
are placed at the top and bottom walls to allow optical
access. Both of these complexities have been included
in the numerical model. A relatively coarse grid of
97 x 65 x 81 (axial, radial, azimuthal) is used for this
validation study.

Shown in Figs. 4(a)-(c) are the resulting time-
averaged velocity profile for both Gsgs closure methods
previously mentioned in Sec. 3.3. Also plotted in each,
is the experimental data from Joshi et al.1 The mean
normalized axial velocity (U/U0) along the combustor
centerline is shown in Fig. 4(a). As can be seen in the
near-field of the inlet, the centerline velocity rapidly
decays with increased distance downstream. Between
1.5 < x/D0 < 2.25, the centerline velocity becomes
negative and the flow stagnates. This phenomena of
flow reversal is known as Vortex Breakdown (VB) and
is a result of an adverse pressure gradient induced
by the highly swirling flow (due to force imbalance
between outward expulsion of fluid and the axial mo-
mentum22). Similar results can be seen from both Gsgs

models and both show reasonable agreement with the
available experimental data. In a similar fashion, Fig.
4(b) contains the centerline rms axial velocity (u) pro-
file. Again, the two different Gsgs closure techniques
behave nearly identical with the flame curvature model
resulting in slightly higher u. The over-prediction near
the inlet may be a results of the random noise super-
imposed on the mean flow. However, beyond x/D0

≈ 0.9, the agreement is acceptable. Finally, U/U0 is
plotted against the radius (r) at x/D0 = 0.18 in Fig.
4(c). There, the structure of swirling jets can be as-
certained. Unlike the gaussian profile of non-swirling,
turbulent jets, more of the jet momentum is concen-
trated towards the outer edges. Beyond the swirling
jet itself (i.e., r/D > 0.5), the fluid is not completely
stagnant as a result of the combustor confinement. De-
spite a small under-prediction of the spreading rate,
the agreement with experiments is again acceptable
As with the previous results, the closure of Gsgs does
not greatly affect the overall mean profiles. Based on
these results, it has been concluded that the less costly
gradient-diffusion closure of Gsgs is sufficient and will
be used exclusively for the remainder of the study.

Figs. 5(a) and (b) show a two-dimensional slice of
the time-averaged flow-field from the centerline out-
ward to r/D0 ≈ 1.25. The extent of the V B region
(or bubble) can be seen in Fig. 5(a) where U/U0 has
been plotted. The zero-velocity region has been la-
belled and contour regions with negative velocity are
noted with a dashed line. The V B bubble extends ra-
dially to r/D0 ≈ 0.77 and axially to r/D0 ≈ 1.22 (at
the greatest). The effect of swirl on the jet spreading
can be clearly seen in this figure. The bulk of the jet
momentum is directed at an angle towards the upper
combustor wall. Downstream, beyond the V B bub-
ble, the momentum is more evenly distributed as can
be seen by the increased spacing between the contour
lines.

The dynamically evaluated eddy-dissipation coeffi-
cient, Cν , is shown in Fig. 5(b). As can be seen from
the contour plot, this coefficient is far from constant
(as is often assumed in turbulence modelling), ranging
by more than a decade over the flow-field. In regions
of high resolution (small ∆), such as that found near
the inlet and velocity shear-layer, Cν is indicating that
the LES modelling is reduced. Downstream, where the
grid is stretched and less refined, the SGS dissipation
increases to accommodate. In the core region near the
flame, Cν is close to the typical value of 0.067.

5.2 Baseline simulation

For comparison, a baseline simulation has been con-
ducted with a constant inlet equivalence ratio of Φ =
0.52. At this equivalence ratio, the product tempera-
ture (Tf ) and laminar flame speed (SL) are 1812.2 (K)
and 17.25 (cm/s), respectively.

Under the current operating conditions, this model
combustor is naturally unstable. Coherent, large-scale
vortices are shed at the dump plane as a result of
acoustic forcing from the resonate acoustic mode. An
example of this shedding is shown in Fig. 6. The
vortex structures are identified by the λ2 method.23

Large-scale, coherent structures (CS) which appear as
rings, can be seen entraining the flame surface. As
they convect downstream, the rings drag the flame
along until they eventually collapse due to vortex
stretching. The flame does not propagate indefinitely
but retracts toward the combustor inlet plane resulting
in a longitudinal pulsation cycle. The flame dynamics
are quite similar to that observed by Ducruix et al.24

in a study of forced longitudinal flow perturbations.
Shown in Figs. 7(a)-(d) are various power spectra

(in frequency domain) extracted from this simulation.
During the course of a simulation, data are recorded
through time at various locations within the combus-
tor domain effectively acting as experimental probes.
All acoustic signals (pressure, divergence, etc.) re-
ported here were recorded at the base of the combustor
(see Fig. 2). In this region, the velocity/vorticity fluc-
tuations are presumed to be small and the resulting
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Fig. 3 Model configuration for validation studies
following Joshi et al.1 In (a), an span-wise view is
shown; (b) the yz-plane showing the circular inlet.
Blowing sections are shown as filled blocks. All
dimensions are normalized by the inlet diameter.

pressure fluctuations can be attributed to the acoustic
pressure.

The resulting fluctuating pressure (p′) and diver-
gence (∆′) have been plotted in Fig. 7(a) and (b),
respectively. There, the data has been transformed
from the time to the frequency domain by way of a dis-
creet Fourier Transform (DFT). The peak p′ frequency
occurs at 2918 Hz and the rms amplitude normalized
by the mean pressure is 1.77%. This corresponds to a
sound pressure level of 176 decibels (dB). Similarly, ∆′

also shows a dominant peak at 2918 Hz. The matching
between the two signals indicates that the fluctuations
are acoustically driven, and not resulting from vortic-
ity fluctuations.

Figs. 7(c) and (d) contain the fluctuating of vortic-
ity (|ω|′) and axial velocity (u′). Both of these signals
were recorded 1.1 D0 downstream from the combus-
tor base plane in the velocity shear-layer at r / D0 =
0.6. As with p′ and ∆′, u′ shows a peak near 3 kHz. In
this case, however, the peak frequency has been shifted
slightly higher to 3026 Hz. It is speculated that this
shift may be attributable to the increased mach num-
ber at this specific location. Additionally, this location
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c) U/U0 Radial Profile at x/D0 = 0.18

Fig. 4 Numerical model validation results: Solid
lines denote the baseline gradient diffusion algo-
rithm; dashed (- - -) lines denote flame curvature
closure; symbols show experimental data from.1

is in the vicinity of the flame who’s temperature gradi-
ents may interact with the driving frequency. The rms
velocity fluctuation at this point in the combustor is
44% of the local mean (≈ 132 m/s). This high level of
fluctuation is associated with a strong monopole-like
acoustic source (mass surge). Beyond the dominant
frequency, the energy decays following the -5/3 scaling
law for the inertial range. As previously stated, it is vi-
tal to resolve into the inertial range length-scales since
these scales contain the vast majority of the turbulent
kinetic energy. Finally, the |ω|′ spectrum contains the
same dominant frequency in addition to a harmonic
peak at 6 kHz (associated with vortex-pairing). The 3
kHz frequency corresponds to the vortex passage fre-
quency (i.e., shedding rate).
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a) U/U0

b) Cν

Fig. 5 Two dimensional contour plot of (a) mean
normalized axial velocity (U/U0) and (b) mean
eddy viscosity coefficient (Cν). In (a), dashed
lines denote negative velocities. X-axis ranges from
0 < x/D0 < 3; Y-axis from 0 < r/D0 < 1.25

The occurrence of a dominant frequency shared by
these four variables leads to a strong coupling be-
tween the various modes of oscillation. The overall
effect of these fluctuating modes is to drive strong
flame-front oscillations (through both vortex-flame in-
teraction and mass-flux oscillations). Unsteady shifts
on the flame location correlate to heat-release oscilla-
tions (q′). As introduced previously, positive coupling
of p′ and q′ can drive combustion instabilities. In Fig.
8, the time varying Rayleigh Parameter (R(t)), defined
as R(t) =

∫
p′ q′ dV , has been plotted along with the

acoustic pressure. As can be seen, there are times
during the simulation when R(t) is positive indicating
energy addition to the acoustic field.

5.3 Temporal equivalence ratio variation

As mentioned in the Introduction, a common source
of instabilities is the interaction of longitudinal pres-
sure oscillations and fuel feed-lines. This interaction
leads to bulk temporal fluctuations in the incoming
Φ. Modelling of this actual interaction will not be at-
tempted in the study; however, a time variation on Φ
has instead been studied. During the simulation, the
inlet Φ is dropped from an elevated value of 0.62 down
to 0.52. Previous studies25 have shown that at higher
equivalence ratios, the amplitude of p′ is reduced.

Shown in Fig. 9 is the p′ time trace and the analo-
gous imposed inlet Φ. When Φ is elevated at 0.62, the
peak-to-peak pressure fluctuations are within +/- 2%
and the p′ rms ≈ 1.0. However, once Φ is dropped to

Fig. 6 Instantaneous vortex-flame interaction for
baseline simulation. Grey iso-surface shows shead
vortex rings emanating from the inlet boundary
layer. Dark surface is the moving flame-front.

0.52, the peak-to-peak dramatically increases with a
subsequent rms increase equal to that of the baseline
simulation.

Of importance to active control system designers is
the time delay or response time. In this situation, the
response time is effected by both convection (i.e., the
time to travel from the inlet to the flame region) and
an acoustic time (i.e., the time for a wave to trans-
fers the combustor). In this case, the response time,
measured from the time at which Φ has dropped to
its lowest value, is approximately 1.2 ms or 3.5 cycles
if non-dimensionalized by the peak frequency. Based
on the inlet mass flow rate and inlet length, the con-
vective time is approximately 1/3 ms and is the same
for resonant acoustic time. As can be seen, once the
changes in Φ have reached the reaction zone, the acous-
tics respond quickly. In a similar study26 in which the
inlet swirl number is altered in time, the resulting time
delay was much longer, requiring more then 15 cycles.

5.4 Spatial equivalence ratio variation

As a second use of the partially-premixed flamelet
model, a non-uniform fuel concentration profile has
been imposed at the combustor inlet. To allow for
direct comparison, the total fuel flow-rate has been
kept constant with that of the baseline study (overall
Φ = 0.52). The actual equivalence ratio profile has
been plotted in Fig. 10.

The resulting p′ time trace is shown in Fig. 11(a)
along with that of the baseline simulation. Similar to
the pressure fluctuations at higher Φ from the previous
section, the peak-to-peak variations are much reduced
compared to that of the baseline. The rms pressure is
1.09% compared to the baseline’s 1.77% (a drop of 4
dB). Another deviation from the baseline is the peak
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a) p̂(f)
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c) |̂ω|(f)

    0.1 1.0 10.0   100.0
Frequency (KHz)

k
-5/3

d) û(f)

Fig. 7 Frequency spectra for fluctuating (a) pres-
sure (p′), (b) divergence (∆′), (c) vorticity magni-
tude (|ω|′), and velocity (u′). Acoustic signals (i.e.,
∆′ and p′) were recorded at the combustor base as
noted in Fig. 2. Velocity signals (|ω|′ and u′) were
recorded in the swirling shear-layer at r / D0 = 0.6
and 1.1 D0 downstream from the combustor base
plane.
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Fig. 8 Shown here are the unsteady Rayleigh pa-
rameter (R(t)) and fluctuating pressure p′ through
a short time window. R(t) is plotted with dashed
line (- - -) and p′ with solid line. To clarify acoustic
energy amplification, |p′ q′| > 0, those regions have
been filled with black.
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Fig. 9 Fluctuating pressure (p′) and equivalence
ratio (Φ) through time for temporal Φ variation
simulation. Φ is shown with symbols while p′ is
shown with a black line.

frequency (see Fig. 11) which has shifted by 160 Hz
from 2918 to 3079 Hz. A possible cause of this differ-
ence is in the variation in combustor temperature as a
result of the fluctuations in the local equivalence ratio.

Despite the highly turbulent flow issuing from
the swirling inlet, large differences in Φ still persist
through the flame-front/heat-release zone. This ef-
fect is shown in Fig. 12(a) were the time-averaged
rms equivalence ratio (Φ′) has been plotted through
a slice of the combustor. As can be seen from this
figure, the bulk of equivalence ratio fluctuations are
located downstream beyond the combustor base plane
and into the combustion zone. This unmixedness also
leads to a lengthened flame compared to the baseline.
Fig. 12(b) shows the time-averaged product temper-
ature (Tf ). Downstream and away from the flame,
temperature gradients still exists. The higher tem-
peratures are located towards the outer edges of the
combustor due to the longer residence times in these
regions (increased thermal mixing). Also, as a result of
the inlet Φ profile, more thermal energy is contained
in the fluid away from the centerline. This fluid is
then entrained in the shear-layer and behind the ex-
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Fig. 11 Fluctuating pressure (a) (p′) time trace
and (b) (p̂(f)) frequency spectrum for spatial Φ
variation simulation.

pansion wall while the lower-energy jet core is more
readily convected downstream. Further downstream,
the temperature becomes more uniform due to turbu-
lent mixing and conduction.

6 Conclusions
In this is paper, the effects of equivalence ratio vari-

ations on combustion dynamics in an idealized gas
turbine combustor have been studied. Large-Eddy
Simulation (LES) was used to numerically model the

a) Φ′(x)

b) Tf (x)

Fig. 12 Plotted here are the time-averaged (a)
equivalence ratio rms (Φ′) and (b) product tem-
perature (Tf) for case 3.

three-dimensional turbulent combustion processes. A
partially-premixed combustion model was employed to
account for the variations in the local equivalence ratio
at only a minimal cost increase. Validation of the pre-
mixed combustion model was also given before analysis
of the present work.

Three simulations were presented and their results
discussed and analyzed. The first case, with constant
equivalence ratio, was used as a baseline for the later
two. In this case, the longitudinal pressure fluctua-
tions were shown to be significant and coupled with
other modes of oscillation (vortex-shedding). The ve-
locity energy spectrum was also analyzed, showing the
resolution into the inertial length-scale range.

The partially-premixed combustion model was em-
ployed for two different situations. The first test was to
model temporal variations in the inlet equivalence ra-
tio. This case was used to test the combustion model’s
ability to simulate the interaction of pressure oscil-
lations with fuel feed-lines. It was shown that the
pressure fluctuations respond quite rapidly to changes
in the inlet equivalence ratio. It was observed that only
3.5 oscillation cycles were needed to fully respond to
the inlet changes. Finally, the combustion model was
used to model spatial variations (unmixedness) issuing
from the swirling premixer. It was found that, in this
case, the combustion instabilities were suppressed, by
as much as 4 dB over the baseline case, as a result of
the downstream product temperature gradients.
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